Vibration-resistant phase-shifting interferometry
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A method to reduce the sensitivity of phase-shifting interferometry to external vibrations is described. The returning interferogram is amplitude split to form two series of interferograms, taken simultaneously and with complementary properties, one with high temporal and low spatial resolution and the other with low temporal and high spatial resolution. The high-temporal-resolution data set is used to calculate the true phase increment between interferograms in the high-spatial-resolution data set, and a generalized phase-extraction algorithm then includes these phase increments when the topographical phases in the high-spatial-resolution data set are calculated. The measured topography thereby benefits from the best qualities of both data sets, providing increased vibration immunity without sacrificing high spatial resolution. © 1996 Optical Society of America
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1. Introduction

Phase-shifting interferometry (PSI) is a technique often employed for noncontact precision surface metrology. PSI measures test surface topography by precisely measuring the phase angles in interferograms generated by light reflected from a reference surface and the test object. The process requires acquiring a sequence of interferograms while the reference phase is adjusted in a controlled manner. The interferogram intensities are described by

\[ I[x, y, \delta(t)] = I(x, y) + V(x, y)\cos[\phi(x, y) - \delta(t)], \]

where \( \phi(x, y) \) is the unknown phase angle and \( \delta(t) \) represents the time-dependent reference phase. The total intensity \( I(x, y) \) and coherence modulus \( V(x, y) \) are typically assumed to be constant throughout the acquisition. The reference-phase increment between interferograms is ideally a known constant and typically 90 deg. The interferometric phase at each point (or pixel) in the field of view is then determined by a filtering algorithm that uses the measured intensities from the interferogram sequence. Unfortunately, the presence of external vibrations corrupts the phase increment by an unknown amount, and these vibrationally induced distortions are often the dominant error source in phase-shifting applications. Much effort has been invested in understanding how vibration affects PSI metrology and in methods to reduce this sensitivity. de Groot\(^7\) has derived analytical formulas for the vibration sensitivity of the standard PSI algorithms in the small amplitude limit and shows that these algorithms will always be most sensitive to vibrations whose frequency equals half of the data rate. The most straightforward method of reducing vibrational effects is therefore simply to take interferogram data at higher rates, which would have the effect of pushing the sensitivity to higher frequencies at which natural sources of vibration are rarer, vibration amplitudes are reduced, and passive isolation systems are more efficient.

There are practical difficulties in this approach, however. Increasing the data bandwidth without sacrificing lateral resolution requires costly and rare state-of-the-art detectors. These high-speed, high-density arrays often have multiple, high bandwidth outputs, putting huge demands on the memory, bandwidth, and input architecture of the acquisition system. It is typical for these specialized arrays to cost tens of thousands of dollars and require a similarly costly acquisition system, making them difficult to incorporate into all but the most specialized interferometers. A number of investigators have tried to circumvent these difficulties with various strategies. For a single-point application, Smythe and Moore\(^2\) used a homodyne receiver to produce an instantaneous quadrature phase measurement. In principle this completely eliminates vibrational effects, but it would be extremely difficult and costly to extrapolate their method to cover an area. Wizinowich\(^1\) ex-
exploited the special capability of a particular area detector in a novel way to obtain full-field interferograms at high effective rates whereas Lai and Yatagai\textsuperscript{a} required that the surface under test possess a tilted, flat region so that the high-frequency spatial fringes from this region can be used to estimate the true phase variation induced by the reference-phase shifter.

In this paper a method is described that couples two simultaneously acquired interferograms, taken with two common, commercially available, low-cost arrays with complementary capabilities, to provide vibration insensitivity equal to or exceeding that achievable with standard PSI techniques with a single high-performance imager. As with Lai and Yatagai, the method estimates the true phase variation induced by the reference-phase shifter but does not require the existence of any special surface features, making the method more generally applicable.

2. Method Description

The strategy is to use a commercially available low-speed, high-density sensor to image the full surface and provide the data set from which the surface profile is calculated and a high-speed, low-density sensor simultaneously imaging the same field to provide a way to measure the true phase increment between the low-speed interferograms. I refer to this technique as the two-camera PSI (2CPSI) to distinguish it from standard PSI methods. A diagram of the apparatus as configured for a large-aperture application is shown in Fig. 1. The interferogram is amplitude split and simultaneously imaged onto the two sensors. The fast sensor acquires an interferogram, or frame, every phase increment \( \delta \), typically 90 deg. This sequence of acquired interferograms is called the fast data set (FDS) and consists of frames acquired with an integer multiple of FDS frames between them (i.e., nominally separated in phase by an integer multiple of \( \delta \)). There is considerable latitude in the choice of sampling sequence. However, for best results the sampling sequence must satisfy the two rules: The minimum size of the SDS is three frames because \( I(x, y) \), \( V(x, y) \), and \( \phi(x, y) \) in Eq. (1) are constant but unknown, and the sampling sequence must maximize the sampling of independent parts of the interference cycle (i.e., parts whose phases are not equal modulo \( 2\pi \)). Failure to observe these rules can lead to increased error in the SDS phase determination or, in extreme cases, to complete phase indeterminacy. One constant interval sampling sequence that satisfies this criterion well is shown in Fig. 2 where the SDS size is five frames and the separation between the SDS frames is five FDS intervals (a 5:1 fast:slow camera frame rate ratio) for a nominal phase increment of \( 5\delta \) or \( 5\pi/2 \) between SDS frames. Each of the four parts of the interference cycle are sampled at least once. Other constant interval sampling functions that work well for an SDS size of five frames include separations of odd integers of \( \pi/2 \), such as \( 7\pi/2 \), \( 9\pi/2 \), \( 11\pi/2 \).

The sequence of \( N_S \) SDS interferograms is given by

\[
I_j(x, y, \Delta) = I_{S(j)}(x, y, \delta),
\]

where \( j = 0, \ldots, N_S \) and the sampling sequence \( S(j) \) defines which FDS frame intervals are used in the SDS. For the example shown in Fig. 2,

\[
S(j) = 2 + 5j,
\]

where \( j = 0, \ldots, N_S \) and \( N_S = 5 \). The SDS phase increments \( \Delta \) are now determined by a PSI analysis of the FDS. The SDS phase increments for any particular field point either are calculated from the nearest-neighbor FDS point or are interpolated from the phase increments derived from the group of
In this way the assumption of equal a priori known phase intervals is required only when one is calculating the phase variation of the FDS, where it is most likely satisfied.

For this method to work well requires that the FDS be taken at a fast rate compared with the frequency of vibrations present and that the phase-extraction algorithm used to calculate the FDS phases be very robust to small deviations in the phase interval; otherwise the SDS phase increment cannot be calculated from the FDS phases without appreciable error. Two phase-extraction algorithms were tested with 2CPSI, the five-frame algorithm of Schwider et al. mentioned above, and a recently derived seven-frame algorithm by de Groot. Figure 3 shows the phase error calculated by these algorithms as a function of the phase-shift interval. Although the seven-frame algorithm is generally superior, both algorithms reproduce the true FDS phase variation very well for the range of vibrations typically found in PSI applications. This author has found that under most conditions algorithm choice is less important to 2CPSI performance than the FDS frame rate. On the other hand, if the vibration frequency is low relative to the FDS acquisition rate, the error in the phases calculated from the FDS is, to a good approximation, equal to the error induced by a linear phase-shifter miscalibration. In the low-frequency limit these errors simply add, so the sensitivity of 2CPSI to phase-shifter miscalibration is in general equivalent to the sensitivity of the chosen FDS phase-extraction algorithm. This was verified through simulations, and a plot of the peak-to-valley (P–V) error in the calculated phase from 2CPSI as a function of the phase-shift interval for the two algorithm choices above produces curves identical to those in Fig. 3.

The minimum number of interferograms in the FDS, \( N_F \), is determined by

\[
N_F = A + \sum_{j=1}^{N_S-1} \frac{\delta_j - \delta_{j-1}}{\delta} = A + \sum_{j=0}^{N_S-1} M_j,
\]

where

\[
\delta_j = \Phi_{SI(j)} - \Phi_{SO(0)} \quad \text{for} \quad j = 0, \ldots, N_S - 1.
\]

Following Greivenkamp, one calculates the interferometric phase for each pixel in the SDS in a least-squares sense by the solution of the matrix equation with the interferometric phase \( \phi(x, y) \) given by

\[
\phi(x, y) = \tan^{-1} \left[ \frac{a_2(x, y)}{a_1(x, y)} \right].
\]
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where \( A \) represents the number of frames required in the FDS phase-extraction algorithm and \( M_j \) is the number of FDS frames between SDS frames \( j \) and \( j-1 \). The additional \( A \) frames provide enough leader and trailer frames so that phases are calculable at the extremes of the SDS. For the example shown in Fig. 2 (five SDS interferograms with a 5:1 fast:slow frame rate ratio and five-frame algorithm) 25 interferograms are required for the FDS. If the phase shifting were accomplished by mechanically translating one of the legs of the interferometer, as is typically done, the total required translation for the example in Fig. 2 is less than 2 \( \mu \text{m} \) at He–Ne wavelengths, which is easily performed with commercial piezoelectric devices.

The matrix elements on the left-hand side of Eq. (7) should be evaluated for each of the \( N_F \) pixels in the FDS, so throughput considerations make it desirable to keep the sampling density of the high-speed sensor as low as possible. The sampling density depends on the application and the degree of field correction desired. For small-aperture applications we can correct the entire aperture by replacing the fast sensor with a single-point detector.

Fourier-transform theory teaches that modifying the sampling function will change the frequency sensitivity. Thus the choice of how many interferograms to use in the SDS and their relative separations is fundamental to the performance of the method. This feature provides a way to tailor the measurement to minimize the sensitivity to vibrational frequencies that happens to be dominant in the environment. Much of what follows explores the consequences of the choice of sampling function.

### 3. Simulations

An analytical formulation of the method’s performance similar to that in Ref. 2 is complicated by the use of a numerical technique for the phase calculation. Performance was therefore predicted through computer simulation. In the simulations the method’s results are compared with conventional PSI techniques to investigate performance dependencies on various parameters. Following the prescription of a previous publication,\(^{15}\) I modeled the intensity variation with the following equation:

\[
I_{mj} = \int_{t_j}^{t_j+P} I_0 \left[ 1 + C \cos \left( \frac{4vt\pi}{\lambda} + \theta_m \right) + F \sin(2\pi wt + \varphi) \right] dt,
\]

where subscripts \( m, j \) refer to pixel and frame-sequence numbers, respectively, the quantity \((4vt\pi)/\lambda\) represents the phase induced by the phase shifter alone, \( \theta_m \) is the topographical phase at pixel \( m \), \( I_0 \) is the dc intensity, \( C \) is the interference contrast, and \( F, \omega, \varphi \) are the amplitude, frequency, and phase offset of the vibrational disturbance. The integral is performed over the pixel integration period.

\( P \), determined by the camera frame rate and requirement that the FDS phase increment be nominally equal to \( \delta \) (90 deg in this paper). A number of data sets with \( N \) linearly varying vibrational phase offsets spanning \( 2\pi \) in phase are then generated for a series of \( M \) pixels whose topographical phase also covers \( 2\pi \). The rms deviation is calculated by

\[
E_{\text{rms}} = \left[ \frac{1}{MN} \sum_{m=1}^{M} \sum_{n=1}^{N} (\theta_m - \theta_m^{2C})^2 \right]^{1/2},
\]

where \( \theta_m^{2C} \) is the topographical phases calculated with the 2CPSI method and \( \theta_m^{2C} \) is the true topographical phases for pixel \( m \).

Figure 4 shows the simulation predictions for the vibration-sensitivity spectrum for 2CPSI with an SDS size of five frames and a nominally \( 5\pi/2 \) phase interval between frames. Because the performance of 2CPSI depends so critically on the nature of the sampling function, all 2CPSI results shown indicate the sampling function used by following the 2CPSI identifier with the size of the SDS and the fast:slow frame rate ratio separated with a comma. For example, the 2CPSI 5,5 identifier in Fig. 4 represents results when a five-frame SDS and a 5:1 fast:slow frame rate ratio are used.

Furthermore, all vibration-sensitivity spectra are shown as a function of normalized variables. The rms error is normalized to the vibration amplitude, and the vibration frequency is normalized to the slow camera frame rate. In this way the results can be easily adapted to a variety of acquisition rates and vibrations. The predictions for standard PSI (where constant phase intervals are assumed) taken at the speeds of the slow camera rate (Std. PSI) and at a rate five times the slow camera rate (Fast PSI) are also shown in Fig. 4 for comparison. These predictions hold for vibration amplitudes whose interferometric phase excursions are small compared with \( 2\pi \), which are vibration amplitudes typically found in PSI ap-
applications. The figure is split into three frequency regimes: low (less than 0.25), medium (between 0.25 and 0.75), and high (greater than 0.75). The residual 2CPSI 5,5 sensitivity is due to the finite SDS integration period, and the peak sensitivity is a factor of 3 smaller than Std PSI. The low-frequency regime (normalized frequencies of less than 0.25) is particularly important because these frequencies are difficult to suppress with passive isolators. Figure 5 is a log plot of the vibration-sensitivity spectrum in the low-frequency regime. At these frequencies the reduction in vibration sensitivity offered by 2CPSI 5,5 is significantly greater than the Std. PSI and is effectively equivalent to Fast PSI. In most conditions, however, the overall sensitivity spectrum of 2CPSI is inferior to the spectrum obtained if it were possible to acquire the high-density interferograms at the fast camera rate—as one can see by comparing the Fast PSI and 2CPSI 5,5 curves.

Figure 6 confirms that for constant slow camera frame rates, the vibration sensitivity is reduced as the frame rate of the high-speed camera is increased. The curves represent vibration-sensitivity spectra for fast:slow camera frame rate ratios of 5, 7, 9, and 13 with an SDS size of five frames and the phase separation between slow camera frames adjusted to provide identical slow camera frame rates. For comparison, the vibration-sensitivity curve for Fast PSI is also included. Once the fast:slow camera frame rate ratio is greater than 7, the 2CPSI method achieves similar vibration immunity to Fast PSI over the frequency spectrum shown.

Increasing the number of slow frames has the effect of narrowing the 2CPSI sensitivity spectrum at medium frequencies but does not reduce the sensitivity at the peak. The rest of the sensitivity more closely follows the sensitivity of standard PSI that uses the FDS frame rate. This is illustrated in Fig. 7, which shows the sensitivity curves for 2CPSI with SDS sizes of 5, 9, and 13.

As mentioned above, the phase separation between the slow frames need not be nominally constant. One can tailor the acquisition to adjust the frequency sensitivity and minimize the errors to one’s particular environment. Figure 8 shows the frequency sensitivity for a five-frame SDS acquisition whereby the separation between SDS frames was sequentially increased by one FDS frame. This chirped acquisition set offers reduced sensitivity in the mid-frequency range relative to both Std PSI and 2CPSE 5,5 at the cost of increased sensitivity at high frequencies. If the operating environment contained significant power in the mid-frequency range, perhaps because of a resonance or background machinery operating at those frequencies, a chirped acquisition might provide greater vibration immunity.

4. Experimental Results

To test the method and verify the predictions of the simulations, the experimental apparatus shown in

![Fig. 5. Close-up of the vibration sensitivity for 2CPSI 5,5, standard PSI, and Fast PSI in the low-frequency regime.](image)

![Fig. 6. Vibration-sensitivity spectra for different fast:slow camera speed ratios in 2CPSI for small amplitude vibrations. A PSI analysis of data acquired at a speed 5 times faster than standard (Fast PSI) is shown for comparison.](image)

![Fig. 7. Vibration-sensitivity spectra for different slow data-set sizes in 2CPSI.](image)

![Fig. 8. Vibration-sensitivity spectra for chirped 2CPSI 5,5 compared with 2CPSI 5,5 and standard PSI for small-amplitude vibrations.](image)
Fig. 9 was constructed. An interferometric microscope imaged the surface under test onto a CCD camera operating at 25 Hz. The interferometric objective was translated along the optical axis at a constant velocity with a piezoelectric translator (PZT) to perform the phase modulation function. The sample rested on top of another PZT that was driven with a sinusoidal voltage waveform to produce vibrational disturbances at a particular frequency and amplitude. A frame grabber digitized the camera images to 8 bits at the camera frame rate and saved the digital images to a PC. From this sequence of images the FDS and SDS were constructed. The FDS consisted simply of a sequence of all consecutive intensity values from a single pixel whereas the SDS was constructed from a subset of all the acquired images and consisted of a sequence of frames each separated by a fixed number of frames. By varying the number and separation of the chosen frames, one can test different SDS sampling functions. Because the phase of the vibrational disturbances could not be controlled, an ensemble of data sets at a particular vibrational amplitude and frequency was analyzed and the rms deviation of the ensemble was calculated. For a particular vibrational amplitude the plot of rms deviation as a function of frequency is equivalent to the sensitivity spectrum, and these data could then be directly compared with the results from simulations.

Figure 10 compares the vibration-sensitivity spectra from simulations (curves) to the measured spectra (points) for the 2CPSI 5,5 method, PSI at the slow camera rate (Std. PSI), and PSI at the fast camera rate (Fast PSI). The sample measured was smooth and flat. The vibrational amplitude was fixed at 0.7 rad. The 2CPSI results were independent of the pixel chosen for the FDS, which agrees with the expectation that in a small-aperture application the vibrational disturbance is, to a good approximation, constant across the aperture. The reduction in vibration sensitivity shown in the 2CPSI results in good agreement with simulation. The small difference in the shape of the sensitivity spectra between Fig. 4 and 10 is due to the relatively large vibrational amplitude used in acquiring the data for Fig 10.

Figures 11 and 12 demonstrate the agreement in vibration sensitivity between simulation and experiment for different sampling functions. Figure 11 shows a comparison for an SDS size of 11 with a five-frame separation between SDS samples, and Fig. 12 shows the measured sensitivity for an SDS size of 5 with a sample spacing of nine frames. The gross features in both graphs are in good agreement with simulation; the mismatch in some of the detail could be due to the presence of insufficiently damped environmental vibrations in the experimental setup that were unaccounted for in the simulation.

As a practical demonstration of the reduction in vibration sensitivity afforded by this approach, Fig. 13 shows a measurement of an 86-nm step height standard in the presence of vibrations with a normalized frequency of 0.4 and an amplitude of 70 nm P–V. Three profiles are shown, a 2CPSI measurement with a 5:1 fast:slow frame rate ratio and an SDS size of five frames, a standard PSI measurement taken at the FDS rate (Fast PSI), and a standard PSI measure-
ment at the SDS rate (Std. PSI). For clarity the Fast PSI and 2CPSI measurement profiles are offset from zero by 20 nm in opposite directions. The Std. PSI profile was obviously distorted and produced a step height of 82 nm, a 4.6% error. The steps calculated from 2CPSI and Fast PSI were 86.8 and 86.2 nm, respectively, and in both profiles distortions were barely discernible.

Another striking, although admittedly qualitative, demonstration is shown in Fig. 14, which is a three-dimensional gray-scale profile of an embossed region of a step standard in the presence of vibrations with a normalized frequency of 0.4 and a P–V amplitude of 70 nm. The image on the left was obtained by a standard PSI analysis; the word TEST, etched into the surface to a depth of ~80 nm, is almost completely invisible among the vibrationally induced distortions. The even–odd row structure is a consequence of using an interlaced camera for data acquisition. The two interlaced fields are acquired at different times and thus have a phase offset between them. The time difference between the fields is well known, so the phase offset can, in the absence of vibrations, be simply subtracted out. Vibrations destroy this simple relationship, and the resulting profile, when analyzed with standard PSI, has both vibrationally induced ripple and interlace error. The image on the right was obtained with a 2CPSI 5,5 analysis, assuming a constant phase offset between fields. The text is clearly readable and few distortions remain.

5. Discussion

To implement the 2CPSI method practically, the two cameras must have an identical frame integration period, strongly suggesting a frame transfer architecture, at least for the slow camera. The slow camera scene is integrated during one fast frame period and then read out during the intervening skipped frames. Eliminating scene smearing during readout may also require a shutter in front of the slow camera, although this feature is electronically available on some cameras. The decreased camera integration time requires a corresponding increase in illumination intensity to achieve the same level of photogenerated charge. This can become quite restrictive, especially for large fast:slow camera rate ratios. Large fast:slow camera rate ratios and/or large SDS sizes create another potential problem by quickly increasing the size of the FDS. A large FDS implies a large reference phase-shifter range, which, if the reference-phase shifting is done with piezoelectric transducers, can exceed the usable range of the transducer. Small-aperture interferometers can suffer from the additional effect of coherence loss when far from the zero optical path condition owing to illumination spectral bandwidth and/or objective defocus, invalidating the assumption of the constant $V(x, y)$ in Eq. (2).

Large-aperture interferometers will likely require field-dependent phase corrections. It is therefore important to sample the field with the fast sensor at a spatial density that is high compared with the shortest spatial vibrational period to be corrected. For many cases of interest, such as twisting of the reference flat during phase shifting or drumhead-like vibratory modes in either the reference or the test surface, only the first few low-order vibrational modes are excited with any appreciable amplitude, so
the sampling density need not be very great. Sensors with $16 \times 16$ or $32 \times 32$ pixel architectures are readily available and can operate with frame rates in the kilohertz range. The additional computational and storage burden imposed by the calculation of the phase variation of a thousand points is small considering today’s computing capabilities. However, a single pixel must still cover a small area compared with the local fringe spatial period, and this points to sensors with a small fill factor; otherwise only surfaces with gentle curvatures can be profiled reliably.

A final point on how the SDS phase increments $\Delta_j$ [Eq. (6)] are calculated is pertinent. There may be times when the phase-correction variation across the field is large enough that simply using the nearest-neighbor FDS points to calculate $\Delta_j$ produces patching, small phase discontinuities between the nearest-neighbor boundaries centered about each FDS point. Patching can sometimes be caused by an error in the phase-correction measurements alone. One can eliminate it by interpolating the measured phase increments for each SDS point between neighboring FDS points. This means that the matrix, Eq. (7), must be formed for each SDS point, significantly increasing the processing required to generate the profile.

6. Summary

In this paper a technique has been introduced to achieve high effective interferogram acquisition rates at high spatial density by acquiring two simultaneous interferograms with complementary properties: a high-speed, low-density interferogram and a low-speed high-density interferogram. The interferograms can be taken with commercial low-cost sensors, and the data are analyzed so that the measurement benefits from the best qualities of both data sets, providing increased vibration immunity without sacrificing high spatial resolution. Experiments in which the technique is used were performed with a small-aperture interferometric profiler, and the measurements were found to be in good agreement with the predictions of computer simulations. By simple adjustments of the acquisition parameters, the method’s vibration sensitivity could be modified to best mitigate the effects of environmental vibration. The technique finds exceptional utility when lateral resolution requirements force the use of relatively slow high-density imaging arrays.
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